
June 24 (Lecture 13)

Overview: Today we’ll figure out how to compute matrix inverses!

And then we’ll move beyond Rn
and into the realm of abstract vector

spaces.

Learning Goals:

Correctly compute matrix inverses when possible.

Identify abstract vector spaces (and subspaces thereof) and ex-

plain how the definitions apply in di↵erent contexts.

As you’re getting settled:

Homework 7 came out Tuesday evening (it was out on Brightspace

before Crowdmark, whoops).

Reflection will be available after class today! Due Friday night

at 11:30 pm, as usual.

(okay , more like ~ 3:30pm, sorry )

^

• Current events nde .



Abstract Vector Spaces

What do Rn
and Mm,n(R) have in common?

What other set of “things” also have those properties?
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Chapier 4

° Subspace] (? )☐Addition
☐ Multiplication / of some type ? Scalar)

s both Rn and Mm.nl/R)haveentrywise
addition and scalar multiplication !

☐ Row - Reduction*

0 Differential EQJ , laplace trans forms
( solutions to )

o (Power) Series

0 Polynomial>

° Continuous functions on IR

Many Objects we've Seen before have
" structure

" like IR
"
:

we can add thm together or Multiply by scalars ( real #'s)
,

there's a "
Zero

"

thing ,
etc .



Notation for polynomials.

Definition. A vector space (over R) is a set V equipped with two

operations, called vector addition and scalar multiplication and

often denoted by + and · (or just juxtaposition), such that for all

~x, ~y, ~z 2 V and s, t 2 R:
1. ~x + ~y 2 V
2. ~x + ~y = ~y + ~x
3. (~x + ~y) + ~z = ~x + (~y + ~z)
4. There is ~0 2 V (the zero vector) such that ~x +~0 = ~x
5. For each ~x there is �~x 2 V such that ~x + (�~x) = ~0
6. t~x 2 V
7. s(t~x) = (st)~x
8. (s + t)~x = s~x + t~x
9. t(~x + ~y) = t~x + t~y
10. 1~x = ~x

The elements of V are called vectors. (The textbook prefers to use

bold notation, like x or y.) Things like c1~v1 + c2~v2 are still called

linear combinations.
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ex .
"

p ( y
'
+ 5)

"

.

"

p (x)
"

or just
"

p
"

, so Ue compose :

o P(R) = set of all polynomial> v1 real coefficients .

° PnlIR) : set of all polynomial w / maximum degree n .

(degree of plxl = deg (put )
-

_ largest exposent in any
term of p/xD .

ex
. deg /3 + ✗

'

+ 5×3 )=3 .

thon- Zero

o If p (x) = Po + P
,
✗ + . . .

+ pnx
"

, qlx) = go
-i q , ✗ + -

- - t qnxh ,
then

PH) + qlx) = (P.iq/lxl--IPo-qo ) + (p ,
+ q , ) ✗ + . .

.
+ (Pnt 9N ) ✗

n
-

r

add Ox
" terms if necessary .

°

Splx) = (sp)(x)
= (spot + (Spi) ✗ + . . .

+ ( spin) x
"

.

0 pm = qlxl when p:
= q

. for all i (all coefficients are equat) .

Yabotrad )

p . 240

additive inverse of I .

& We Jaw It properties in
(Rn) them

.

1.4.1 and

lmm.nl/RDThom 3.1.1



Example.

Example. The following vector space probably looks very wrong.

Let E = R>0 = {x 2 R : x > 0}.

For two elements x and y of E, define x + y to be

For a real number ↵ and x 2 E, define ↵x to be
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° R
" ! (Theorem 1.4.1 )

° Mmm (R) (Theorem 3.1.1)

o Pn (R) ! y
What is " Ô

"

C- Pn ( IR) ? Uell
,
if 0=0+0×-1 .

. _

+ ai /+ . . . .
) , then

plx) -10 = (Poto ) -1 (pyo) ✗ + . . . -1 (puto) ×
"
=p/× ) .

⇒ Ô = te Zero polynomial . /Note : OEPNUR)! )

° PUR) ! I If plxl , Gtx ) E PUR) ,
is (p + g) ( x ) E PIR)? Yes! In particular , if deglpcxl

) - K ' m =

deg Gtx) ) / then . . .

(p+ g) ( x ) = ( P . + 9.) + . . .

+ ( Pin + "a) ✗" + (o + qu ,
) ✗

""

+
.
. .

+ qmxm . E PHR) .

° D= { plx) E PUR) : deg (put )
--42 } / + ×

"

,
1- ×
"
ED

,
but ( l + ×" ) + ( l - X

" ' ) = a ¢ D Ns ,
not a vector

degree o ! Space .

• 2- = { à = [¥] :X , × , c- 22 } [ t] £ -2
,
but £[ !] = [Ë ] # ☐

10 ,
nota vector space cover r ) .

"

Integer s
"

"

{ for exponents !
"

✗y .

×
"
.

8
Or ✗ • ✗

3

4 what is ÔEE?

Ideo : When tooting at exposent, of positive real number , multiplication v4 exportation look a lot like
" addition" and " multiplication" 1in R

' )
.



Theorem (4.2.1). Let V be a vector space. Then for all ~x 2 V
and t 2 R:

1.

2.

3.

Proof.

Example.

Definition. Let V be a subspace. A set W ✓ V is a subspace of

V when

Equivalently, W is a subspace of V when
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D. 243

Où = Ô

C-1) = -I ( th additive inverse of i)

to = Ô
.

0f 2.) : We we th axions !

C- 1) =

"

C-DI + Ô
!

C-DÛ + + C-i) ! C-NI + hi-fi ) ! (-1+1) I + ti) =

Où + ti ) = Ô + C-E) =
-À

part 1.) 4

"

µ
"

"
-

"

in different vector spaces
:

o IR
"

:

"

_ ?
"

=

-

?
- xn

°
• Mm

,m
(IR) :

"

_ A
"
=

✗
n

o PHR) :
"
- pk)

"

= - a. + (- a , ) ✗ + . . .
+ ( - an) ×

"

if
p (x)

= Got . . .

+ an ×
"

.

Vector
p . 244 Un

Idf
. p . 51 ) W is non - empty and for all iy EW ,

Sit E R ,

we have SI +tg EW . (U i, closed linder Lcs ) .
^

checkaide!

W is a sub>et of V that is

also a Vector Space unde th same operations os V.



Example. Show that U =

⇢
a b
0 c

�
: a, b, c 2 R

�
is a subspace of

M2,2(R).

Solution.

Example. Show that C =
�
a + bx3 : a, b 2 R

 
is a subspace of

P3(R).

Solution.

Example. Why isn’t
�
ax + x2 : a 2 R

 
a subspace of P2(R)?
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o o
E U ( acte ( = o ) .Is U non- empty ? Yes :

° °

Is V closed unde Lcs ? [et [ jb , [
de
of

E U
,
S

,
TER

.

s [a
b de

• , ,
+
td te

0 ff
=
"+tdsb-feoc.ttof

=
" Sb

O
, , -1ff

€ "

Yes
,

U is closed unde- LC's ,
and therefore Visa subspace .

Is C non- empty ? Yes! 0=0+0×3 C- C
,
as OER

.

Is C closed unde- LC's ? [et a + bx? [+ dx> EC,
s.tt R -

Then : s / a +bi) + 1- ( ( + dx' ) = ( suite) + (sb.itd) × ] C- c !

C- R ER

So YES , C is closed Unter his ,
and this ci, a subspace of P

,
UR ) .

☐ Its not that its empty .

° Not closed unde- scalar multiplication! ex . ✗ + ×
'
i > int set

, but

21×-1×4=2×+2×2 is not
.

( Also not closed under addition )



Example. Which of the following are subspaces?

V , as a subset of any vector space V

{~0}, as subset of any vector space V

R2
, as a subset of R3

8
<

:

2

4
x1
x2
0

3

5 : x1, x2 2 R

9
=

;, as a subset of R3

Definition. Let S = {~v1, . . . ,~vk} be a set of vectors in a vector

space V . The span of S, denoted spanS, is the set

{c1~v1 + · · · + ck~vk : c1, . . . , ck 2 R} .

Theorem (4.2.2). Let S = {~v1, . . . ,~vk} be a set of vectors in a
vector space V . Then spanS is a subspace of V .

Proof.
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Yes! By Definition!

Je> ! By Thm . 4.2.1
, basically .

o ! Why? Pi isn-I-asuboetor.IR?Ifx--[¥
.
] c- ri

,
then '✗ ¢ R?

/
" '

Yes!
Xi

(It looks like IR
'

,
but now it is actually a

✗ i Subset of IR? )

p . 249

p . 246

First
,
Ô = OÙ

,

+ . . .

+ OÙ
,
c- spams ,

so spams is non- empty!

Thin
,
Iet a.Û , + . . _

+ autre , b.Ù , + . . .
+ BKÙK E SpanS , cmd sit E IR .

Ue have :

→Y
soitTÙ = ( Sai)À + . . .

+ (santé + (1-b.)Ù ,
+ . . _

+ (tbk) vie = (sa
,
+ tb

,
)Ù

,
+ .

. _ + Fr
,
E span

s '

a
so Spears is closed under Lis !

This it is a subspace of V.


