May 31 (Lecture 7)

Overview: We'll briefly talk about bases and how the rank of a
matrix relates to spanning sets and linear independence. Then, it’s

?7'

on to matrices and “matrix algebra

Learning Goals:
e Define and check for subspaces and bases for subspaces in R”.

e Correctly perform basic computations with matrices.

As you’re getting settled:

e Homework 3 due Tuesday, 11:30 pm Pacific.

e Please reach out and ask for help instead of violating academic
integrity.
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Operations on Matrices

Definition. The set of all m x n matrices (with real entries) is
denoted My, n(R) (or Myxn(R)). The entries of a matrix A are

denoted A;;. Two matrices A and B in M,, ,(R) are equal when
(or A\,S\ A\)_%U Lx o\ 1 51&,“' \EL)E“'

Definition. An m x n matrix A is square when m=n.
(and "ee L\-anﬁm\qr\\ g ny. (-\the\o\‘\ \D(L‘;ub “non- b"\uarm\

A square matrix A is upper or lower triangular when Aiy=0 G al
q(wp\otﬂ or Ay>0 te o i (lower,

A square matrix A is diagonal when fi= 0 boc 1)

Example.

Definition. The sum of two matrices A, B € M,,,(R), denoted
A+ B, is given by (B 8)iy= fiy+ By

The scalar multiplication of A € M,,,(R) by a real number c,

denoted cA, is given by (CR\ 0= c P\"\'S .
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Example.

ale ][]

Theorem (3.1.1). For all A,B,C € M, ,(R) and s,t € R, we

have:
1.

&

S NS

A+ B e M, ,(R)

2. A+ B=B+A
3.
4. There is a matriz Op,, (the zero matriz) such that A +

(A+B)+C=A+(B+C)

Opmn=A

For each A there is —A € M, ,(R) such that A+ (—A) =
Om,n

tA € M, ,(R)

s(tA) = (st)A

(s+t)A=sA+tA

t(A+ B)=tA+1tB

IA=A

Note. These properties should look familiar! (Theorem 1.4.1) Ma-
trices have many of the same properties as vectors; sometimes we say

they have the same “structure”. We can also do linear combinations

of matrices, just like for vectors.
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p'39 Definition. Let A € M, ,(R). The transpose of A is then x m
matrix A’ with entries given by ( RT 3 1y : QJ‘ e LEVEN ALitm,

Example.
T SR
E—\ o 4 _ [ o 3_‘ \
Q3.9 4 5
AX 3%
DIS3 Theorem (3.1.2). For A, B € M,, ,(R) and s € R, we have:
e (N -A.
o ((ME;}T = AT +R
* (SRY = sA"
Proof.
Note.

oWy > M (RYZ "Esarkilly yusk R
oWk s W, (R)2 “Esentelly” B

Yoremas v sinlovlien o feocano Wrere, >een be‘g@, or

l

= m‘”“\/) ol W \A\mem
OW’\‘Q tq\m\\ﬂ Coe \fe,(,\on [scelars o,
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Matrix Multiplication

Motivation. Recall that given an SLE with coefficient matrix A
and vector of constants b, we can write the system of equations as
an equality of vectors:

O‘Q\\(v QILXZ \01

R
Deﬁnition.TLet A be an m X n matrix with columns Ay, ..., A,,

and let ¥ € @" be a vector of size n. Then the matriz-vector product
of A with U, denoted Av, is defined to be

\y
A\ = [A\ e ﬁ\h}[vl 2= VA .. +v, An

[\'&5

= 6

12 A . 2

Example. Let A = 34,B:AT,U:[ ],andu_)’: 0.
56 ! 1

Compute each of Av, Aw, Bv, and Bw, or explain why the product
doesn’t make sense. |

V20 -{1]0
Solution. !-\\A/=[8“\1X\-X: T
50

)

\J
QSA S ot (&QK\(\QA h?/? I \{\_OX—A/AQQ\“C&O

n "\
A
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Example continued.

= o] o] Lo o]+ 0L, ]
- L)

I\
U

Note. Tn B3, ok o # A\ el 0y- m\°:3
(a2)-3 = @ e -3

(8)= 0= JREREAY
R R -V
1n CGCX\QCA\'. 10 Q- EQ:M"\ € \J\mw\(@\ and QQ@“I-\\\U\ 0V - [gm;,g ] .

Example.

R R

Note. What happens if we try to compute A(sv'+ tf)?

(Al 3 = Re s (80433) = (RT2) + 4 (RTD)
= SU—W\*-&(RU\
Y

=7 A (st Aa)= SRR HAY

Note. What is Aé;?

[\Eﬁ 0(—\\+ SR A A+ OB+ ..t 0{\§6= \}



Motivation for Matrix Multiplication. Is there a way to
compute “AB”7 What should it be?

o N ) \OO\KS ~ &0\ \'\\LQ n Q\N\L\"\U\ L 1\'\‘)&\\( E Q c R‘A
Quipu * Y € K"
o Lndvigns Con o2 @Mi " (‘y ppy ) e “WSC

\ (’( 3 or QBJ
o apY " Shald e R L reg)ar\@ of Ao\f\j RY M ALBY), or (AR

S T Y (S CVeBR) Z VBB, BB

i)

SON\ \tkt_o\\_

p\ol  Definition. Let A be an m X n matrix. Let B = [B; --- B,] be an
n X p matrix. Then the matriz product of A with B, denoted AB,

is the mxp i AB= [ ap L AR,

Note. To compute AB, we can use either matrix-vector product
computation!

\ | ' 2
Example. [MY_ 3} ) (‘\[13 {OSESXJV m{o&
V2 \ O _ ' 3 a
E'S Q }E\ \ l ) (LY~ () '.' (o) +L1\(\\‘x - [ 3 0O }
X3 [

Ak MW+ (o)1) “‘ (2)(0) + (e 1)

1\

v Nk [ QE:}' s W same
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AXD

1
Example. Let A = [ ] and B = |0 . Compute AB
1

S~ O
=

and -BA, if possible.

e TR [‘””X v“

Qv

bA 1y ok Afned (% Ao ot F ¥ o of O).

Note. R%+ &&.

< A'\k\b] (\p...\.),

p.\bS D(.Q\f\-L\\-LO(\" T 1&m\}\3 ek of Swge N T (_ 0\ O\}

(nxn)

p\eS  Theorem (3.1.6). For A € M,, ,(R), we have I,A= A= Al,.
ErR™

Proof.

N
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\5-\‘03 Theorem (3.1.4). For matrices A € M, ,(R), B,C € M, ,(R),

D e M,,(R), and s € R, we have:

e A(B+C)=QAbxAC

e (B+(C)D = 8OO

e s(AB) = (NIB+ pGR)

e A(BD)= (p2)O
a1t @ (AB)T = &7qT.

Pfroof, QB © MXP ) OO (Q%\T AN me, w1 BTRT .

Foo A&iEp, 5 EM G \nowe

<(P\%\T X\\\ £ (9%\3‘ = <Qb\>b of Q\T . (Co\l of BB

[ T

- (Lb\'\) of 1) - (Rout ok & \\
deby < (B0 = (par e’

p.let  Theorem (3.1.5).

‘W co\ of f Wl ot B
| | \
Proof. oo eadd ix1n, o hae = D2, “R2 =@, .

Ladn o Comns Urg, " e | ol %0 D=

(6.‘ < [ Z](— '\“" e,n\rt/)} .

0
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