
May 27 (Lecture 6)

Overview: After working a bit with homogeneous systems, we’ll

use SLEs to discuss the concepts of spanning sets and linear inde-

pendence.

Learning Goals:

Define and check for “spanning” and “linearly independent”

sets in the context of Rn
.

Define and check for subspaces and bases for subspaces in Rn
.

As you’re getting settled:

Homework 3 is out! Due Tuesday, 11:30 pm Pacific.

Reflection available after class, due Friday night, 11:30 pm!

° By th way ,
I do rend k Reflections (☐nonyomonsly,mostly ) .



Definition. A non-empty subset S of Rn
is called a subspace (of

Rn
) when

Note.

Example.

Theorem (1.4.2).
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p .

51

for all Ù
,
Ù c- S and S

,
t
,
C-Rive have si + tu es .

i.e. S is closed unde- linear combinations .

Would also gay : {
° si> """l "nde' Vector addition .

( set = 1) . #1

☐

sis closed unde scalar multiplication ( Ù =Ô)
.

# 6

theorem 1.4.1

° Si IR
"
is a subspace! (Thom 1.4.1)

-> trivial

° S = { Ô} E R
"
is also a subspace : si + tô = -0+5=5

-

> sub Spaces
!

° A line through Ô ,
le { tv : ten} c-Rh : SHÛ) -1 rltav ) -- (starta) JE L . (i # ô) .

• A plane throughôip
-

_ { [¥
,
] ; 3×+2*-4×1=03

c- ☒ - Let [ ¥;] ,[ §;] c- p ,
sit ER

sxzttyr] ,
check if te equation holds

!
tiens [¥;] + 1-[Ë] :[ÏÏ!

3 ( Sx , + 1-g.) = 2 (sxatty,) - 4(Sx, + tys)
=
stzx

, -12×2-4×3) + 1- (3g ,-12g -4yd
= Sco) + Ho) =D

.

• Quadratic in Pi : " "" [!] EQ , but [ I] + [!] = [? ] , and 2=122--4
,> × ,

* (more eg
" i- filled i- notes)!

{[¥,] : ✗i.× ,

,}
.

So [I] + [I] ¢ Q.
So Q is not a subspace of R?

p .

53 If S is a Juboet of R"
, tu spams is a subspace

of IR
"

.

[eg .
413J + Sin ) + 21 - Ù + j) = IOÙ +22in .

a Lc of Ù and
.

]



Definition. Let W be a subspace of Rn
. A subset B of W is a

basis for W when

Example.
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Note: plural of basi> =
"bises"

P -55

B is a linearty independant spanning set for U .

Bases help us describe sub>puces using Lcs Vont unnecesoary repetition .

°

:

for i --1 ,
- -

in lel é
:

= [ gfc-ithenty.TK B = { é
.
. . . . én } c- Rh is

h standard bois for IR" .

In RJ :
^

"

né " to check if B is a basis for IR"
, we check it B is

é
, ,

Î ' > ✗ a LII ad if spamB = IR
"

.

X
,

X .

spanning : for IER
"

,
À :[

×
;] :X /[ ¥ ] -1

.
. .

> ✗
n [ Ê ]

= xié
,
+

. .
.

+ ✗ rien C- spun B
✓

| B
is a

LI : If C
,
é
,

+
. . .

-1 cnén = Ô
,
tu SLE is reprises tel by j, Borsi

> for

IR !

b ?

[ ; ÏÏÏ ;
mei

already !
' " ' ° Vector

"

Homoyenowg→
The "↳ solution

is c
,

= Cz =
: . . = en = O .

System This Bis linea.ly independante ✓

From a previous example th solution set to a homogenaous SLE Wcs . . .

{ ×>[ Ë ] + ×>[Ë] :* . ✗suis} -- Span { [!] . [Ë] } .
B ,

B
, spam the solution set

,

and its
easy to see

that B
,
is LI . so Bi is a basis for

te solution set
.

(which is a subspace) .

LI =
"

linearly independant
"



Theorem. Let S = {~v1, . . . ,~vk} be a set of k vectors in Rn. Let
A be the coe�cient matrix of the homogeneous system
c1~v1 + · · · + ck~vk = ~0 (its columns are the vectors ~v1, . . . ,~vk).

(2.3.1)

(2.3.2)

(2.3.3)

(2.3.4)

If k = n, then we also have:

(2.3.5)

(2.3.6)

Example.

Note. By row-reducing a matrix, we can:
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nxk >

S spam R
" if and conty if rank (A)

= n
.

If s spam
IR
"

,
thn Kan .

( spanning sets have
to be at least a certain

size)
.

S is LI if and any if rank(A)
= K

.

If S is LI , thn
K En . ( LI set> can Orly be so big) .

S is a basis for Rh if and conty if rank(A) = n .

S spam R
"
if and any if S

is LI .
/

° Si = { Ù ,
. . . .

. Es} C- IR? Bythm . 2.3.4
,
S
,
cannot be LI . ( s ¢3 ) .

° Sa = { À ,Va} E IR
"

. By thon . 2.3.2 , Sz cannot Span IR
"

.

° Ss = { [ §] ,
[¥]

,
[!]} ER? K=n=3 ,

so Ss spam Rs
if and ony if Ss is LI.

1 ☐ 2/5

° A= [ § Ê,
! ]
"À

> [ o , y ,] . tank
(A)= 2 ,

so by thm .
2.3.5

,
Ss is not a basis

for Rs (not spanning nos LI
)
.

O O O

o solve SLE> o check for membership in a Span .

o check LI: o check spanning set o check for basis .
1

y



An application. The textbook has a variety of discipline-specific

examples in section 2.4, none of which I would do justice in class. So,

here’s a mathematics application.

Suppose (x, y) data is known to fit a quadratic equation of the form

y = f (x), with known data points (�1, 1), (1, 1), (2,�2). Find the

explicit equation.
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We know y
-
- flx) = a + bx + (x2 ,

for some a ,
b

, C
ER

.

Substitute data points into
^

:

I -I I I
I 00 2

1- = a - b. + C
"E in Fps

, [ O i O
a.bi !

> I i i i
o o ,
Î ] °

1- = a + b + C

t - 2 4 -2
- a = a - ab -14C

2

Our solution is [§] = [;] . Thus ,

th quadrata equation is

y
= 2- ×?

NY

Pictures :
× ( Hey look , our solution does make dense

! ) .

= •

Y= 2- ✗
2

° Note how a quadratic isn't
" linear " on its own

,
but by locking at th coefficients ,

we found a linear algebra problem!


